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One of the objectives of radar astronomy is to use the radar signel
scatiered from the target to estimate some target parameter of interest
(e.g., the rate of rotation of & planet). The usuval situation is one in
which a long observation time still yields estimates whose accuracy is no
more than adequete. Two (usually conflicting) criteria ere thus of para-
mount importance for any data processing method used to obtain estimates of
the target parameters: computational simplicity and asymptotic efficiency.
In this psper we present & recursive estimation algorithm which is quite
simple from a computational standpoint, and yet is asymptotically effi-
cient for a broad cla.ss of problems.
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We are concerned with the radar
ioz radio) astronomy situation in
which one zequentially observes a
mgnal W‘(t) on succesaivs time intér-
vels I, 1z, 3y, - -+ ®ach of durative. T,
A reasonable model for thig situation
ig W(t} Nt} + 8{(¢) in which N({t) is

VWhite Gaussian zero-mean noise of
power speciral density N and S{t) {s a
zero-mean Gaussian processe scattered
{or originating) froxn the target, We
agsume that observations of W)

made on the succeasive intervals I,
I3.-+., are all identically distributed
and statistically independent,

Qur intersst here is focused on
thie case when the {orm of the target
5 known and its scattsring (or radi~
a.aing) propevties ave detsrmined by
M parametzrs whoee values arc un-
known 1o us.  We describe the possibie
values asgumed by these parameters
by the M-dimensional vector g. Dur
ob;ef:tvva is to estimate @, the ac taal
vaiue of the parameters, From the
assumed form of the iarget and &
kaowizdge of the transmitted sxgnal
we can calculate the funciional depen-
denice of the corwvzlation function of
Sit) on g, we den 3te this function by

*?3"«- cit, s & 0, _',- L,e.,

¢3 itv s’ﬁ-} =

He wish to use this functional depen-
d(:::sce together with the sequence of
obsgrvations to =stimate §. While
ths:z'f: are poany ways of a'*hwf'ma
this, two considerations are prara-
‘fh.s amaunt (::T ﬁam to ‘be
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no mare than qut“fm.w?y.
lsads ope to atlampt to find estie
'«m eat "'tf.()dfi which are cormputas
convenient and yst asympioti-
by "'“Rs. ient,
This reszarch was made possible
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Our work consists of two parte.
in the first, we give explicit expres-
#ions for the partial derivatives of the
10g-liklihood functior and an expression
for the matrix appearing in the Cram-
€r-Rao bound on the astimation error.
In the second, we describe a {compu-
tationally) convenient recursive esti-
mation procedure and indicate condi-
tions under which this method is

asymptotically efficient,
Let a(t, 8, g¢) denocte the kernal of

the optisnum detection osperation first
derived by Frice [1] for the signal
with correslation function ¢,it, s, g):
l.e.. hit, r,g) is the soiutxon of

T
N hir, t,g} tﬁ ¢s('z', s. alhis,t,0}) ds
=&, (v, t,gir, 08 [0,7] .

Let &ft, 5, g) and h'{t, 5. g} denote the

partial derivatives with respect to

@i of §4(t, 8, g} and ki, 8. g) respeciivey.
If we denote by £{z) the Jog-likli-

hood function of a based ¢n an cbhserva-

tion of W(t) of duration T, wae have

shown that
¥ lg) = %“iﬁﬂ-

{w{x)w(s) - 4, (6 5. g dude

Jg {-'Ph"(t; e g}

J0

in which (¥, 5, g) = Noft.aghtagin :s,‘,h
it is known that if § denmms any w
biaged eatimats of @e based on n in -w&;w
endent chservations of Wi}, each ai
duration T, then
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Haviag’ gim an-expreseion for
the minimum poisible estimation :
GETOT, ‘W6 now describe a recarsive
astimmation method for using the
saquential observatione and indicate
conditions uader which this method
nsymptotically achiever this lower
bound, Let ¥ (g) dencte the M-
sitmensional vectoz: vglued obsarva-
tion whose i-th component i Yi{g)
evaluated on the n-th observation
interval I, We will denote

z = E {1,0}.

It is agsumed that we know a priori
that @ lies im.the interior of some

‘bounded rectangle A, and we re-

strict our estimation to this set, We
dunote by H{g} the matrix whose
i-3th element is

5%.};,1; -higt. s,gj#"gt.:é.g)dtdt

éncte that hzjfs) = {g)) We assume
that for g e A, H(g} is invertible, and
denote by 8; {g) the elements of the
inverse, G

- QOur recumive procedure gener-
aies & sequence of estimates
£1:82-°°*, as followe, We select
gy 8t itrarily in A, and at the end of
lie n-th observation intervai En form
the vector

Jarl ¥ 8n " Wni@(«,,!}(ga) n-ls, 28

I the j-th component nfﬂz W+ iles in
A, we take a4y R cthar -
wise, wo taks a @y 5 '’ to iia on
the anpropriate’ J boundary of &,
W wigh ¢o mske a statsment
concerning the convergenze of g, to
g In additiso to the conditions
# “'%,,ssv atated, two raors ax*a et

aéam.. .

@ﬁx gﬁi‘ 'gm am! -

X llz - ol s - OrGlimie

<K g -0} ?
Let us comment brtaﬂy on this con-
dition. G(g) is the inverse of the
matrix of partial derivatives of the
.components of Mulg) as a=8. Thus
this condifita holds at a= 0 with
= K ‘=] and will a.lwa.ys bold in

X
'th% weakened form above in somne

‘region about x = @, In an emmgle.
we have considered the case i which
S{t) is a Markoff process of unknown
variagce and time-constant, In this
pitustion the abova condition holds for
all possibie values of these two yz-
knowns that are strictly positive.

Under the conditions stated, we
hava shown that the convergencs of
g, to @ is such that

E {(&n' i“gi)z}s sii(g){lfn}+0(3_1’z1,1+‘x’}

y =4,
Thus we asymptotically achieve the

bound given by the Cramér-Rac in-
equality,
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